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Abstract. We show a regularity criterion to the harmonic heat flow from 2-dimensional Rie-
mannian manifold M to a sphere. It is shown that a weak solution of the harmonic heat flow
from 2-dimensional manifold onto a sphere is regular under the criterion∫ T

0

‖∇u(τ)‖2
BMOr

dτ < ∞,

where BMOr is the class of functions of bounded mean oscillations on M . A sharp version of
the Sobolev inequality of the Brezis-Gallouet type is introduced on M . A monotonicity formula
by the mean oscillation is established and applied for proving such regularity criterion for weak
solutions as above.

1. Introduction

In this paper, we consider the regularity problem of weak solutions to the time dependent
harmonic heat flow from a two dimensional Riemannian manifold to a sphere: Let (M, g) denotes
a Riemannian manifold. The harmonic heat flow from M to S

m is originally considered as the
L2−gradient flow of the Dirichlet energy:

1
2

∫
M

∇kui(x)∇luj(x)gk,l(x)
√

g(x)dx,(1.1)

where ∇kui∇lujgk,l = ∇xk
uj∇xl

ujgk,l denotes the quadratic form associated with the base
manifold (M, g) and g(x) = |det[gk,l(x)]|. The critical points of this functional are subject to
the harmonic map from (M, g) to S

m,{
−∆Mu = u(∇u,∇u)g, x ∈ M,

u :M → S
m,

where ∆M = 1√
g∇k(

√
ggk,l∇l) denotes the Laplace-Beltrami operator on M with u(∇u,∇u)g =

ui

∑
1≤l,m≤n,1≤j≤m

(glm∇luj ,∇muj) denotes the second fundamental form of the sphere in R
m+1.

Key words: the harmonic heat flow, regularity condition, the bounded mean oscillation.
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The resulting evolution equation from the L2−gradient flow of the above energy functional is
the harmonic heat flow as follows:

∂tu − ∆Mu = u(∇u,∇u)g, t > 0, x ∈ M,

u(t, x) : R+ × M → S
m, t > 0, x ∈ M,

u(0, x) = u0(x), x ∈ M.

(1.2)

Eells-Sampson [15] firstly considered this equation for the sake of constructing a homotopy
from arbitrary initial data to the stationary harmonic map. By a formal observation, the fol-
lowing type of the energy inequality is immediately obtained:

‖∇u(t)‖2
L2(M) + 2

∫ t

0
‖∂tu(τ)‖2

L2(M)dτ ≤ ‖∇u0‖2
L2(M) ≡ E0, t ∈ [0, T ].(1.3)

Based on the above energy inequality, a weak solution is constructed in the space
u ∈ L∞(0, T ; Ḣ1(M ; Sm)) with ∂tu ∈ L2(0, T ;L2(M ; Sm)). When the dimension of the base
manifold M is 2, then Struwe [37] constructed the weak solution which is piecewise smooth in
time variable. On the other hand, the existence of a partially regular global weak solution was
established by Chen-Struwe [13] by the penalty method. If the initial data is smooth, a smooth
local solution exists by using the Bochner type formula (see for example Eells-Sampson [15]
and Struwe [37]). This time-local smooth solution is belonging to u ∈ W 1,∞(M ; Sm) and the
maximal existence time is characterized by ‖∇u0‖∞.

The regularity of the weak solution fails in general because of the existence of a blowing
up solution for a large initial data. The example for the map from B1(0) ⊂ R

n to a sphere
was shown by Coron-Ghidaglia [14] for n ≥ 3 and Chang-Ding-Ye [11] for n = 2. However,
some smallness assumption on the initial data or integrablity condition on the solution itself are
capable to give the regularity.

One of the regularity class for the weak solution to (1.2) is the class introduced by Struwe
[37]: V = {u : M → S

2 : ∇u ∈ L∞(0, T ;L2(M)), ∂tu, ∆Mu ∈ L2(0, T ;L2(M))}. Our aim here
is to extend this class larger when dimM = 2 in terms of the mean oscillation of the solution.
In fact in [27], it is proved that a time-local smooth solution u : [0, T0) × R

n → S
m of (1.2) for

some T0 can be extended over [T0, T0 + T ′) for some T ′ > 0, provided∫ T0

0
‖∇u(t)‖2

BMOdt < ∞.(1.4)

Here BMO is the space of functions of bounded mean oscillation defined by

f ∈ L1
loc(R

n), ‖f‖BMO ≡ sup
x,R

1
|BR|

∫
BR(x)

|f(y) − f̄BR(x)|dy < ∞,

where f̄BR
is the average of f over BR(x) = {y ∈ R

n; |x − y| < R}.
The above results can be compared with the existing blow-up solutions for (1.2). Coron-

Ghidaglia [14] and Chen-Ding [10] showed that there exists a finite time blowing up solution
to (1.2) for n ≥ 3. For n = 2, Chang-Ding-Ye [11] constructed a blowing up solution from a
smooth data (see for the regularity of the harmonic maps, Schoen-Uhlenbeck [34], Hélein [22],
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Evans [17] and for the evolution case, Feldman [18]). The solution satisfies∫ T

0
‖∇u(t)‖θ

∞dt = ∞ (θ > 1),

where T > 0 is the expected blow-up time. We simply remark that for two dimensional case, if
we make the stronger regularity assumption;∫ T

0
‖∆u(t)‖2

2dt < ∞,(1.5)

then by the embedding ∫ T

0
‖∇u(t)‖2

BMOdt < ∞

and our criterion gives the regularity. If a weak solution satisfies the following integrablity
condition; ∫ T

0
‖∇u(t)‖4

4dt < ∞

then the condition (1.5) is fulfilled and the solution has to be smooth near t = T . This is nothing
but the criterion from the scaling invariant norm∫ T

0
‖∇u(t)‖θ

pdt < ∞,
2
θ

+
n

p
= 1.

The criterion (1.4) is a weaker assumption and outside of this circle of the regularity criterion.
Analogous situation can be observed in the theory of a weak solution to the incompressible

fluid mechanics. For the viscous incompressible fluid governed by the Navier-Stokes equation;
∂tu − ∆u + u · ∇u + ∇p = 0, t > 0, x ∈ R

n,

div u = 0, t > 0, x ∈ R
n,

u(0, x) = u0(x),

(1.6)

it is well known that there exists a global weak solution u based on an analogous energy inequality
to (1.2) due to Leray [25];

‖u(t)‖2
2 + 2

∫ t

0
‖∇u(τ)‖2

2dτ ≤ ‖u0‖2
2.

Although a full regularity of the weak solution to (1.6) still remains open, there are some
sufficient conditions for the regularity of the solution in terms of a semi-norm invariant under
the scaling that maintain the equations. For the Navier-Stokes case, the equation is invariant
under the scaling; uλ(t, x) = λu(λ2t, λx), pλ(t, x) = λ2p(λ2t, λx) (λ > 0). Hence a criterion by
the space-time norms such as∫ T

0
‖|∇|αu(t)‖θ

pdt < ∞,
2
θ

+
n

p
= 1 + α, 2 ≤ θ < ∞,

gives the regularity of a weak solution. This is known as the Serrin condition (Prodi [30],
Ohyama [26], Serrin [35], Giga [20] ). By observing the analogous scaling u → uλ = u(λ2t, λx)
that preserves the equation (1.2), it is expected that there is a regularity criterion for (1.2) under
the condition;

∇u ∈ Lθ(0, T ;Lp(Rn)),
2
θ

+
n

p
= 1, n < p ≤ ∞.
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Those conditions are corresponding to the Serrin criterion and enough to show the regularity of
the strong solution to (1.2).

In view of the limiting condition to (1.6) the Leray-Hopf weak solution to (1.6) is regular
under the corresponding regularity assumption for vorticity:∫ ∞

0
‖rot u(τ)‖BMOdτ < ∞.

Hence it is expected that under the analogous regularity condition such as (1.4), certain weak
solutions to (1.2) are shown to be regular. This is shown in [27] as an extension result for the
smooth (strong) solution for (1.2). However to show (1.4) being the criterion for a weak solution
to (1.2) is not so straightforward, indeed. For the case of the Navier-Stokes equation, the proof
is heavily depending on the fact that any weak solution corresponds the smooth solution for
certain time interval. This partial uniqueness result fails in general for a weak solution to (1.2)
even in the two dimensional domain, by the nonuniqueness result due to Bertsch, Dal Passo
and van der Hout [4] (for the another interesting nonuniqueness, see Topping [40], also reder to
Freire [19] and Bertisch-Dal Passo-Pisante [5]).

However, we may show certain kind of weak solutions to (1.2) are regular under the same
assumption (1.4) when we restrict the base manifold as in 2 dimensions. To state this precisely,
we introduce the definition of the weak solution:

Definition. A map u : M → S
m is a weak solution of (1.2) over [0, T ) if

(1) ∇u ∈ L∞(0, T ;L2(M)) and ∂tu ∈ L2(0, T ;L2(M)).
(2) ‖∇u(t)‖2

L2(M) ≤ ‖∇u0‖2
L2(M) ≡ E0 holds for all t ≥ 0.

(3) u satisfies the harmonic heat flow in the sense of distribution:
For all φ ∈ C1

0 ([0, T );C∞
0 (M)n),

−
∫ T

0
u(τ) · ∂tφ(τ)dxdτ +

∫ T

0
(∇u(τ),∇φ(τ))gdτ =

∫ T

0
u(∇u,∇u)gφ(τ)dxdτ + u0 · φ,

where (·, ·)g is the L2 inner product on M .

The existence of a weak solution satisfying the above first two conditions are proved in most
general case by Chen-Struwe [13]. The strong solution that has finite point singularity has been
discussed by Struwe [37] (also see Schoen-Uhlenbeck [34]).

To state our regularity criterion, we introduce the bounded mean oscillation on the Riemannian
manifold M . According to Brezis-Nirenberg [7], we define the following class associated with
M .

Definition. Let u be a map from M to sphere S
m. For r < 1, a map u is in a (locally) bounded

mean oscillation over M ; BMOr = BMOr(M ; Sm) if

‖u‖BMOr(M) ≡ sup
x∈M,R<r

1
|BR(x)|

∫
BR(x)

|u(y) − ūBR
|
√

g(y)dy < ∞,

where BR(x) is a geodesic ball on M with radius R > 0 and

ūBR
=

1
|BR|

∫
BR(x)

u(y)
√

g(y)dy
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with |BR| is the geodestic volume of the ball. The conventional class BMO denotes the functions
over R

n that is defined by taking the suprimum in the above definition over all x ∈ M . In what
follows, we concentrate the case when the base manifold M is either 2 dimensional sphere S

2

or the flat torus T
2. The result is also true for the Euclidian space R

2 or a 2-dimensional
compact Riemannian manifold. However to avoid the complicated presentation, we describe all
the expression in the following section only for the case M = T

2. We suppose an extra regularity
condition to be satisfied for the weak solution, which is associated with the scaling invariant
norm involving BMO.

Theorem 1.1 (Limiting regularity criterion). Let M be either S
2, T

2 or R
2 and u be a weak

solution to (1.2) defined in the above. If, for some T > 0, the solution u satisfies∫ T

0
‖∇u(τ)‖2

BMOr(M)dτ < ∞,(1.7)

then the solution is regular up to t = T . Namely,
u ∈ C((0, T ];W 1,∞(M ; Sm))∩C1((0, T ];W 2,∞(M ; Sm)). In the other words, if the solution blows
up at some time t ≤ T , then ∫ T

0
‖∇u(τ)‖2

BMOr(M)dτ = ∞.

In particular, if for any t > 0 and some T > 0∫ t+T

t
‖∇u(τ)‖2

BMOr(S2)dτ < ∞,(1.8)

then the weak solution is globally regular.

The basic idea to show the regularity is twofold. One is to employ a critical type of the Sobolev
inequalities. Brezis-Gallouet [6] and Brezis-Wainger [8] firstly showed the following inequality:
For s > n/p,

‖f‖∞ ≤ C
(
1 + ‖|∇|n/pf‖p (log(e + ‖f‖W s,p))1−1/p

)
(1.9)

for f ∈ W s,p(Rn). Analogous but vector version of this inequality was found by Beale-Kato-
Majda [2]: For f ∈ W s,p(Rn; Rn) with div f = 0,

‖∇f‖∞ ≤ C (1 + ‖∇f‖2 + ‖rot f‖∞ log(e + ‖f‖W s,p))(1.10)

and used for the regularity theory of the fluid mechanics. Kozono-Taniuchi [24] generalized the
above inequality involving BMO; for s > n/p + 1, f ∈ W s,p with div f = 0,

‖∇f‖∞ ≤ C (1 + ‖rot f‖BMO log(e + ‖f‖W s,p))(1.11)

and Kozono-Ogawa-Taniuchi [23] in Besov spaces. We first introduce a generalized version
of the critical Sobolev inequality in the Lizorkin-Triebel space (cf. Ogawa [27]) that includes
all the above inequalities. It then, turns out that the second exponent of those spaces gives
an explicit dependence of the power of the logarithmic term to the higher regularity, which
reflects hypotheses on the integral exponent in the time direction of those criteria. In the
following section, we show a refined version of the Beale-Kato-Majda and Kozono-Taniuchi type
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inequalities and give some discussion. Then in the successive section, we recall the regularity
criterion for the strong (smooth) solution to (1.2).

To extend the above observation into a general weak solution, we need to employ the second
ingredient which is a version of the monotonicity formula and so called ε−regularity argument
by means of the mean oscillation of the gradient of the solution. Namely there exist some small
constants ε0 > 0 and R0 > 0 such that if for some R < R0,

1
R2

∫ t2

t0−R2

∫
BR(x0)

|∇u(t, x) −∇uR|2dxdt < ε0

with ∇uR is roughly speaking the average of ∇u over (t0−R2, t0)×BR(x0), then the solution is
regular around the space time point (t0, x0). This is an improved version of the existing regularity
criterion (see [38]) and itself seems to be interesting, since such regularity condition as above
may lead to the improvement of the blow up rate of the solution at a singular point (refer to [41,
Theorem 1.6, Remark 1.8, pp.283–284]). The main part is to obtain the monotonicity formula
for the mean oscillation of the smooth solution. The ε−regularity criterion is stated together
in the section 4. This ε− regularity criterion is used to derive that the possible singular time
is in fact a finite number and then we may apply the continuing result for the smooth solution
before the possible blowing up time. This is presented in the last section.

Before closing this section, we introduce some notations. BR(x0) is a disk in R
2 centered at

x0 ∈ R
2 with radius R and BR = BR(0). IR(t0) is a time interval IR(t0) = (t0 − R2, t0). We

freely use the parabolic neighborhood of (t0, x0), denoted by PR(t0, x0) = IR(t0) × BR(x0). Ff

and f̂ denotes the Fourier transform of f . 〈x〉 = (1+ |x|2)1/2. We define a saturated logarithmic
function log+ t = log(e + t). The usual Sobolev space W s,p(Rn) is abbreviated as W s,p with the
norm

‖f‖W s,p ≡ ‖F−1(〈ξ〉sf̂(·)‖p

while W k,p(M ; Rm+1) is the Sobolev space over M whose norm is

‖f‖W k,p ≡ ‖∇α
g f(·)‖Lp(M)

for 1 < p < ∞ and α as multi-indices with |α| = k, k ∈ N ∪ {0}.
We recall the Paley-Littlewood dyadic decomposition (cf. Stein [36], Bergh-Löfström [3]). Let

φj(x) be the inverse Fourier transform of the j-th component of the dyadic decomposition i.e.,
∞∑

j=−∞
φ̂(2−jξ) = 1 except ξ = 0, where the support of φ̂(ξ) is located on 2−1 < |ξ| < 2. We

denote ψ(x) = F−1[ψ̂(ξ)](x), where

ψ̂ =


1, |ξ| < 1,

smooth, |ξ| < 2,

0, |ξ| > 2.

Set ψj = F−1[ψ̂(2jξ)](x). For a smooth function f , we set Φjf = φj ∗ f and Ψf = ψ ∗ f . The
homogeneous Besov space Ḃs

p,ρ(R
n) is defined through the full-dyadic decomposition by

Ḃs
p,ρ(R

n) = {f ∈ Z ′(Rn) : ‖f‖Ḃs
p,ρ

< ∞},
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where ‖f‖Ḃs
p,ρ

=
( ∞∑
j=−∞

2jsρ‖φj ∗ f‖ρ
p

)1/ρ and Z ′(Rn) denotes the dual space of Z(Rn) = {f ∈

S;Dαf̂(0) = 0;α ∈ N
n multi-index} and can be identified by the coefficient space of S ′/P with

the polynomials space P. The homogeneous Lizorkin-Triebel space Ḟ s
p,ρ(R

n) is similarly defined
by

Ḟ s
p,ρ(R

n) = {f ∈ Z ′(Rn) : ‖f‖Ḟ s
p,ρ

< ∞},

where ‖f‖Ḟ s
p,ρ

= ‖
( ∞∑
j=−∞

2jsρ|φj ∗ f |ρ
)1/ρ‖p and 1 ≤ p < ∞, 1 ≤ ρ ≤ ∞ (1 ≤ ρ < ∞ if

p = ∞). We refer to Triebel [42] for more detailed properties of those spaces. We also abbreviate
BMO(Rn) and BMOr(Sn) as BMO and BMOr, respectively.

2. Sharp Version of Logarithmic Inequality

In this section, we give a sharp version of the logarithmic Sobolev inequality on sphere. The
original type of Sobolev inequality was found by Brezis-Gallouet [6] and Brezis-Wainger [8] (see
also Engler [16]). And the similar type of inequality was established Beale-Kato-Majda [2],
Kozono-Taniuchi [24] and Kozono-Ogawa-Taniuchi [23]. We first give the sharp version of the
inequality shown in [27].

Lemma 2.1 (Sharp version of logarithmic inequality [27]). (1) For any p, ρ, σ ∈ [1,∞], q ∈
[1,∞), ν ≤ σ1, σ2, ν < ρ and γ > 0, there exists a constant C which is only depending on n, p

such that for f ∈ Ḟ
n/p+γ
p,σ1 (Rn) ∩ Ḟ

n/p−γ
p,σ2 (Rn), we have for γ < γ′

‖f‖Ḟ 0∞,ν
≤ C‖f‖Ḟ 0∞,ρ

(
1 +

(1
γ

log+
‖f+‖Ḟ

n/p+γ′
p,σ1

+ ‖f−‖Ḟ
n/p−γ′
p,σ2

‖f‖Ḟ 0∞,ρ

)1/ν−1/ρ
)

,(2.1)

where f+ =
∑
j≥0

φj ∗ f and f− =
∑
j≤0

φj ∗ f .

Remark 1. In the theorem, the assumption γ > 0 is essential. The analogous version of the
inequality (2.1) in the Besov space was proved in Ogawa-Taniuchi [29].

The relation between the Lizorkin-Triebel spaces and BMO(Rn) is well understood. The
following result is due to Peetre and Triebel (see also Bui Hui Qui [9]).

Proposition 2.2 (Triebel [42]). Ḟ 0
∞,2(R

n) � BMO(Rn). Namely there exists a constants C

such that

C−1‖f‖Ḟ 0
∞,2

≤ ‖f‖BMO ≤ C‖f‖Ḟ 0
∞,2

.

¿From (2.1) and the equivalence between Ḟ 0
∞,2(R

n) � BMO(Rn) and Ḟ 0
∞,∞(Rn) � Ḃ0

∞,∞(Rn)
it is explicitly shown that the difference between L∞(Rn), BMO(Rn) and the Besov space
Ḃ0

∞,∞(Rn) as follows. This is a version of the sharp form of the Kozono-Taniuchi inequality
(1.11).
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Proposition 2.3. For κ > 0 and f̂(0) = 0,

‖f‖∞ ≤C

(
1 + ‖f‖BMO

(1
κ

log+(‖f+‖Ḟ κ
∞,2

+ ‖f−‖Ḟ−κ
∞,2

)
)1/2

)
.(2.2)

Especially, if ∇f ∈ W 1,q(Rn) ∩ L2(Rn) for n < q, we have

‖∇f‖∞ ≤ C(q)
(

1 + ‖∇f‖BMO

(
log+ (‖∇f‖W 1,q + ‖f‖∞)

)1/2
)

.(2.3)

Remark 2. The condition ∇f ∈ L2 for the second inequality is redundant but we assume it
for the simplicity. The last inequality (2.2) improves the related logarithmic inequality due to
Beale-Kato-Majda and Kozono-Taniuchi. Reminding the Brezis-Gallouet inequality,

‖f‖∞ ≤ C
(
1 + ‖f‖2 + ‖∇f‖2(log+ ‖∆f‖2)1/2

)
, f ∈ H2(R2),

it should be noted that the inequality (2.3) has the same order to the higher regular term despite
of the dimension independence, although it is substituted by the Dirichlet norm instead of BMO
semi-norm.

Proof of Proposition 2.3. Noting the inequality

x
(
log(e +

y

x
)
)1/2

≤
{

C
(
1 + x (log(e + y))1/2

)
, for 0 < x ≤ 1,

Cx (log(e + y))1/2 , for 1 < x,

and observing that

‖f‖∞ = ‖
∞∑

j=−∞
φj ∗ f‖∞ ≤ ‖f‖Ḟ 0

∞,1
,

when f̂(0) = 0, the first inequality (2.2) is an immediate consequence of (2.1) with ν = 1 and
ρ = 2 and Proposition 2.2.

For the second modification (2.3), we show

lim
k→∞

∥∥∥∥∥∥∇f −

 ∑
j≥−k

φj ∗ ∇f

∥∥∥∥∥∥
∞

= 0.

Introducing a smooth function ψ(x) such that ψ̂(ξ) =

{
1 |ξ| ≤ 1/2
0 |ξ| ≥ 1

and set ψ̂j(ξ) = ψ̂(ξ/2j),

the L1-L∞ estimate yields

‖ψ−k ∗ ∇f‖∞ ≤Cn‖ψ̂−kξf̂‖1

≤Cn

∫
B

2−k

|ξf̂(ξ)|dξ

≤Cn|B2−k |1/2

(∫
B

2−k

|ξ|2|f̂(ξ)|2dξ

)1/2

≤Cn2−kn‖∇f‖2 → 0

as k → ∞. Hence for a sufficiently large k such that ‖ψ−k ∗ ∇f‖∞ ≤ 1, it suffices to estimate∑
j≥−k φj ∗ f . We apply the inequality (2.2) with small κ specified below. For small κ > 0 and
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α > 0 with κ < α < 1 − n/q,

‖∇f+‖Ḟ κ
∞,2

=

∥∥∥∥∥∥∥
 ∞∑

j=1

22jκ|φj ∗ ∇f |2
1/2

∥∥∥∥∥∥∥
∞

≤

 ∞∑
j=1

22j(κ−α)

1/2 ∥∥∥∥∥sup
j

2αj |φj ∗ ∇f |
∥∥∥∥∥
∞

≤C‖∇f‖Ḃα∞,∞
≤ C‖∇f‖

Ḃ
α+n/q
q,∞

≤C‖∇f‖Ẇ 1,q ,

(2.4)

where ‖ · ‖Ẇ 1,q stands for the homogeneous Sobolev semi-norm. This is possible under the
condition n < q. On the other hand, using the L∞ boundedness of the Hardy-Littlewood
maximal function (cf. Stein [36], p. 62-63), we have for small 0 < κ < 1,

‖∇f−‖Ḟ−κ
∞,2

≤

∥∥∥∥∥∥∥
 −∞∑

j=−1

22j(1−κ)|(∇φ)j ∗ f |2
1/2

∥∥∥∥∥∥∥
∞

≤

 −∞∑
j=−1

22j(1−κ)

1/2 ∥∥∥∥∥sup
j

|(∇φ)j ∗ f |
∥∥∥∥∥
∞

≤C‖M [f ]‖∞ ≤ C‖f‖∞,

(2.5)

where (∇φ)j(x) = 2nj∇φ(2jx) and M [f ] = supR,x
1

|BR|
∫
BR(x) |f(y)|dy denotes the maximal

function of f . From (2.4) and (2.5), we obtain the last inequality (2.3).

Theorem 2.4. Let M be either T
n or S

m. If f : M → S
m such that ∇f ∈ W 1,q(M ; Rm+1) for

n < q, we have

‖∇f‖∞ ≤ C(q)
(

1 +
(
‖∇f‖BMOr(M) + 1

)(
log (e + ‖∇f‖W 1,q)

)1/2
)

.(2.6)

Remark. As is commented before, the inequality is the sharper version of the Brezis-Gallouet
inequality (1.9) in Ω ⊂ R

2 because of the embedding inequality

‖∇f‖BMOr(Ω) ≤ C(|Ω|)‖∆f‖L2(Ω).

Proof of Theorem 2.4. The proof is mostly the same in view of Proposition 2.3. We give the
proof only in the case when M = T

n. Let {Kk}k∈N be a finite covering over T
n with each radius

r0 and {ϕk} be the partition of the unity such as

ϕk =

{
1, Kk,

0, (Kk)c
r0

.
9



Then for f : T
n → S

m with ∇f ∈ W 1,q(Tn; Sm), we apply Proposition 2.3 to ϕkf as a function
over R

n;

‖∇f‖L∞(Kk) ≤‖∇(ϕkf)‖∞

≤C(q)
(

1 + ‖∇(ϕkf)‖BMO

(
log (e + ‖∇(ϕkf)‖W 1,q)

)1/2
)

≤C(q, ϕk)
(

1 +
(
‖∇f‖BMOr + ‖f‖∞

)(
log

(
e + ‖f‖W 1,q(Kk) + ‖∇f‖W 1,q

))1/2
)

≤C(q, ϕk)
(

1 +
(
‖∇f‖BMOr + 1

)(
log (e + ‖∇f‖W 1,q)

)1/2
)

.

Gathering the covering over T
n, we concluded the inequality.

3. The Regularity Criterion for the Smooth Solutions

In this section, we give the proof of the regularity criterion to the weak solution of the harmonic
heat flow. For simplicity, we consider only the flow from R

2 onto sphere.


∂tu − ∆u = u(∇u,∇u), t > 0, x ∈ R

2,

u(t, x) : R+ × R
2 → S

m,

u(0, x) = u0(x),

(3.1)

where u(∇u,∇u) = ui

∑
1≤l,j≤n

∇xk
ui∇xl

uj denotes the second fundamental form on the sphere

and in the following we express this form as u|∇u|2 unless it may cause any confusion. Before
proving the main result Theorem 1.1, we state the smoothly prolonged result beyond the limiting
time for the smooth solution, which was basically shown in [27].

Proposition 3.1 (Limiting regularity criterion [27]). Let u be a smooth solution to (3.1) in
C([0, T );W 1,∞(R2; Sm)) ∩ C1((0, T );W 2,∞(R2; Sm)) with initial data u0 ∈ W 1,∞(R2; Sm). Sup-
pose that the solution u satisfies ∫ T

0
‖∇u(τ)‖2

BMOr(R2)dτ < ∞.(3.2)

Then the solution can be extended after t = T namely, for some T̃ > T ,
u ∈ C([0, T̃ );W 1,∞(R2; Sm))∩C1((0, T );W 2,∞(R2; Sm)). In other word, if the solution blows up
at t = T , then ∫ T

0
‖∇u(τ)‖2

BMOr(R2)dτ = ∞.

The proof is in fact a simple application of the argument in the previous section.
Proof of Proposition 3.1. Let u be a smooth solution to (3.1) on [0, T ). By operating the
Laplacian to the equation and then taking a L2 inner product (·, ·) over R

2 of the equation with
10



|∆u|q−2∆u, we have

1
q

d

dt
‖∆u(t)‖q

q+
∫

Tn

∇k∆u(t) · ∇k(|∆u|q−2∆u(t))dx

=(|∇u(t)|2, |∆u(t)|q)
+ 2(∇ku(t)(∇lu(t) · ∇k∇lu(t)), |∆u(t)|q−2∆u(t))

− 2(u(t)(∇lu(t) · ∇k∇lu(t)), |∆u(t)|q−2∇k∆u(t))

− 2(u(t)(∇lu(t) · ∇k∇lu(t)),∆u(t)∇k(|∆u(t)|q−2))

≡I1 + I2 + I3 + I4.

(3.3)

The first and second terms I1, I2 in (3.3) is dominated by the the elliptic estimate in Lq (cf.
[21]),

I1 + I2 ≤ ‖∇u‖2
∞‖∆u‖q

q.(3.4)

For the third term I3, we again use the elliptic estimate to have

I3 ≤‖u‖∞
∫

R2

|∇u||∇k∇lu| · |∆u|q−2|∇k∆u|dx

≤C

∫
R2

|∇u|2|∆u|q−2|∇k∇lu|2dx + ε

∫
R2

|∆u|q−2|∇k∆u|2dx

≤C‖∇u‖2
∞‖∆u‖q

q +
1
2

∫
R2

|∆u|q−2|∇k∆u|2dx.

(3.5)

The last term I4 can be dealt with a similar manner.

I4 =
q − 2

2

∫
R2

ui∇luj∇k∇luj∆ui|∆u|q−4∇k(|∆u|2)dx

≤C‖∇u‖2
∞‖∆u‖q

q +
1
2

∫
R2

|∆u|q−2|∇k∆u|2dx.

(3.6)

On the other hand, the second term in the left hand side of (3.3) is∫
R2

∇k∆u · ∇k(|∆u|q−2∆u)dx

=
∫

R2

|∆u|q−2|∇k∆u|2dx +
q − 2

4

∫
R2

∣∣∣(|∆u|2)(q−4)/4∇k|∆u|2
∣∣∣2 dx

=
∫

R2

|∆u|q−2|∇k∆u|2dx +
4(q − 2)

q2

∫
R2

∣∣∣∇(|∆u|2)q/4
∣∣∣2 dx.

(3.7)

Hence by gathering estimates (3.4)-(3.6) and (3.7) and plug into (3.3), it follows

1
q

d

dt
‖∆u(t)‖q

q+
4(q − 2)

q2
‖∇|∆u|q/2‖2

2

≤C‖∇u‖2
∞‖∆u‖q

q.

(3.8)

Integration (3.8) over [0, T ] and the Young inequality implies

‖∆u(t)‖q
q ≤‖∆u(0)‖q

q + C(ε)
∫ T

0
‖∇u‖2

∞‖∆u(τ)‖q
qdτ.(3.9)
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Noting the energy inequality (1.3), the logarithmic inequality (2.3) in Corollary 2.4 yields
that for γ > n/q and q > n

‖∇u‖∞ ≤C

(
1 +

(
1 + ‖∇u‖BMO

)(
log (e + ‖∇u‖W 1,q)

)1/2
)

.(3.10)

Hence it follows from (3.9) and (3.10)

‖∆u(t)‖q
q ≤‖∆u0‖q

q + C

∫ T

0
‖∇u(τ)‖2

BMO

(
1 + log(e + ‖∇u(τ)‖W 1,q)

1
2

)2
‖∆u(τ)‖q

qdτ.(3.11)

Combining with the energy inequality

‖∇u(t)‖2
2 + 2

∫ t

0
‖∂tu(τ)‖2

2dτ ≤ ‖∇u0‖2
2

and ‖u‖∞ = 1, we conclude by the Gronwall argument that

‖∇u(t)‖q
W 1,q ≤ C‖∇u0‖q

W 1,q exp
{

C exp
(

C

∫ T

0
(1 + ‖∇u(τ)‖2

BMO)dτ

)}
.

This estimate assures that the solution has the regularity in C((0, T ]; Ẇ 2,q) under the assumption
(3.2). Since we have chosen that q > n, the Sobolev embedding implies that ∇u(t) is a continuous
function in (x, t). A general argument for the harmonic heat flow gives the higher regularity.
This completes the proof of Proposition 3.1.

Remark. There is an another method to make continuation of the smooth solution after the
maximal existence time. According to Struwe [37], there exist δ > 0 and ε > 0 such that if for
any R with δR2 < T there holds

inf
T−δR2<t<T

sup
x

∫
Br(x)

|∇u(t)|2dx < ε,

then the solution u in [0, T ) can be prolonged smoothly after t = T . If we use this criterion, we
can derive the same conclusion as in Proposition 3.1 under the same assumption (3.2). Indeed,
our monotonicity for the mean oscialltion provides the above smallness condition under the
regularity assumption (3.2).

4. Monotonicity by mean oscillation

In this section, we prove that the monotonicity formula and ε−regularity theorem by mean
oscillation hold for a smooth solution to (1.2).

Theorem 4.1. Let u be a smooth solution of (1.2). For any fixed δ > 0, T > 0 and r > 0 we
set a time interval Iδ1/2r(T ) = (T − δr2, T ). Then for any x0 ∈ R

2, there exists an absolute
constant C > 0 such that for any r ∈ (0, R), we have∫

I
δ1/2 r

(T )

(
1

πr2

∫
Br(x0)

|∇u(τ) −∇uBr(x0)(τ)|2dx

)
dτ

≤
∫

I
δ1/2R

(T )

(
1

πR2

∫
BR(x0)

|∇u(τ) −∇uBR
(τ)|2dx

)
dτ + C δ E(u0),

where BR(x0) = {|x − x0| < R}.
12



Proof of Theorem 4.1. Let u(t, x) be a smooth solution of (1.2) and T > 0 be an arbitrary
fixed time. For any fixed x0 ∈ R

2, we choose a test fuction η(x) ∈ C∞
0 (R2; R) such that

0 ≤ η ≤ 1, η = 1 in BR/2(x0), supp η ∈ BR(x0) and |∇η| ≤ 4/R in R
2. Letting

∇̃u(t) ≡ 1
‖η‖2

2

∫
R2

η2∇u(t) dx(4.1)

and multiplying the equation (1.2) by η2∂tu, we see from ∂t|u|2 = 0 that

|∂tu|2η2−div
(
(∇u − ∇̃u) · ∂tu η2

)
+(∇u − ∇̃u) · ∂t∇u η2 + 2 ∂tu · (∇u − ∇̃u) · ∇η η = 0

(4.2)

Integrating (4.2) over (s, t) × R
2, we have, by the divergence theorem,∫ t

s

∫
R2

(
|∂tu|2η2 + η2(∇u − ∇̃u) · ∂t∇u + 2 ∂tu · (∇u − ∇̃u) · ∇η η

)
dxdτ = 0.(4.3)

The second term of the left hand side of (4.3) can be treated as∫ t

s

∫
R2

η2∂t∇u · (∇u − ∇̃u)dxdτ

=
1
2

∫ t

s

d

dt

∫
R2

|∇u − ∇̃u|2η2dxdτ +
∫ t

s

∫
R2

η2 ∂t∇̃u · (∇u −∇u)dxdτ

=
1
2

∫
R2

|∇u(t) − ∇̃u(t)|2η2dx − 1
2

∫
R2

|∇u(s) − ∇̃u(s)|2η2dx

+
∫ t

s

∫
R2

η2 ∂t∇̃u · (∇u − ∇̃u)dxdτ.

Since ∫ t

s

∫
R2

η2 ∂t∇̃u · (∇u − ∇̃u)dxdτ

=
∫ t

s
∂t∇̃u(τ) ·

∫
R2

(∇u − ∇̃u) η2dxdτ

=
∫ t

s
∂t∇̃u(τ) ·

(∫
R2

η2∇u(τ)dx − ∇̃u(τ)
∫

R2

η2dx

)
dτ

=0,

we obtain from (4.3) that∫ t

s

∫
R2

|∂tu|2η2dxdτ +
1
2

∫
R2

|∇u(t) − ∇̃u(t)|2η2dx − 1
2

∫
R2

|∇u(s) − ∇̃u(s)|2η2dx

= − 2
∫ t

s

∫
R2

∂tu · (∇u − ∇̃u) · ∇η ηdxdτ.

(4.4)

The right hand side of (4.4) is estimated by

2
∫ t

s

∫
R2

|∇u − ∇̃u(τ)||∂tu||η∇η|dxdτ

≤1
2

∫ t

s
|∂tu|2η2dxdτ + 2

∫ t

s

∫
R2

|∇u − ∇̃u|2η2|∇η|2dxdτ
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and it follows from (4.4) that∫
R2

|∇u(t) − ∇̃u(t)|2η2dx −
∫

R2

|∇u(s) − ∇̃u(s)|2η2dx

+
∫ t

s

∫
R2

|∂tu|2η2dxdτ

≤4
∫ t

s

∫
R2

|∇u − ∇̃u|2|η∇η|2dxdτ

≤ 64
R2

∫ t

s

∫
R2

(|∇u|2 − |∇̃u|2)|η|2dxdτ

≤ 64
R2

∫ t

s

∫
R2

|∇u|2η2dx ≤ 64E(u0)
(t − s)

R2
.

(4.5)

Let δ > 0 be arbitrary fixed and r ∈ (0, R/2). Then for s ∈ Iδ1/2R(T )\Iδ1/2r(T ) and t ∈ Iδ1/2r(T ),
we see by taking the integral avearge of (4.5) by s over Iδ1/2R(T ) \ Iδ1/2r(T ),∫

R2

|∇u(t) − ∇̃u(t)|2η2dx

≤ 1
|Iδ1/2R(T ) \ Iδ1/2r(T )|

∫
I
δ1/2R

(T )\I
δ1/2r

(T )
|∇u(s) − ∇̃u(s)|2dxds

+ 64E(u0)δ,

(4.6)

where we use that |t − s| ≤ δR2. Again by integrating (4.6) by t ∈ Iδ1/2r(T ), we see∫
I
δ1/2r

(T )

∫
R2

|∇u(τ) − ∇̃u(τ)|2η2dxdτ

≤ |Iδ1/2r(T )|
|Iδ1/2R(T ) \ Iδ1/2r(T )|

∫
I
δ1/2R

(T )\I
δ1/2r

(T )

∫
R2

|∇u(τ) − ∇̃u(τ)|2dxdτ

+ 64E(u0)δ2r2

≤ r2

R2 − r2

∫
I
δ1/2R

(T )\I
δ1/2r

(T )

∫
R2

|∇u(τ) − ∇̃u(τ)|2dxdτ

+ 64E(u0)δ2r2.

(4.7)

Adding
r2

R2 − r2

∫
I
δ1/2r

(T )

∫
R2

|∇u(τ) − ∇̃u(τ)|2ηdxdτ

to the both side of (4.7), we have

R2

R2 − r2

∫
I
δ1/2r

(T )

∫
R2

|∇u(τ) − ∇̃u(τ)|2η2dxdτ

≤ r2

R2 − r2

∫
I
δ1/2R

(T )

∫
R2

|∇u(τ) − ∇̃u(τ)|2η2dxdτ + 64E(u0)δ2r2.

(4.8)

Therefore we obtain from (4.8) that∫
I
δ1/2r

(T )

1
πr2

∫
R2

|∇u(τ) − ∇̃u(τ)|2η2dxdτ

≤
∫

I
δ1/2R

(T )

1
πR2

∫
R2

|∇u(τ) − ∇̃u(τ)|2η2dxdτ +
64E(u0)

π
δ2.

(4.9)
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Finally, we remove the cut off function η. Make the routine calculation to have, for all τ ∈ Iδ1/2R,∫
R2

|∇u(τ) − ∇̃u(τ)|2η2dx

=
∫

R2

|∇u(τ) −∇uBR(x0)(τ) −
(
∇̃u(τ) −∇uBR(x0)(τ)

)
|2η2dx

=
∫

R2

|∇u(τ) −∇uBR(x0)(τ)|2η2dx −
(∫

R2

η2dx

)
|∇̃u(τ) −∇uBR(x0)(τ)|2

≤
∫

BR(x0)
|∇u(τ) −∇uBR(x0)(τ)|2dx.

(4.10)

While it holds for any r ∈ (0, R/2) and τ ∈ Iδ1/2r that∫
R2

|∇u(τ) − ∇̃u(τ)|2η2dx

≥
∫

BR/2(x0)
|∇u(τ) − ∇̃u(τ)|2dx

≥
∫

Br(x0)
|∇u(τ) −∇uBr(x0)(τ)|2dx.

(4.11)

Substituting (4.10) and (4.11) into (4.9), we obtain our conclusion.

Under the smallness hypothesis of the mean oscillation, we can prove the local regularity. We
need the following general inequality which is a variant of well-known Nash’s inequality:

Lemma 4.2. Let φ(t, x) be a positive cut off function supported in (−1, 1)×B1 with φ(t, x) ≡ 1
over (−1/2, 1/2) × B1/2 and 0 ≤ φ ≤ 1. Then for ∇f ∈ L∞(0, T ;L2(R2)) ∩ L2(0, T ;H1(R2)),
there exists a constant C > 0 such that(∫

I1/2

∫
B1/2

|∇f |4dxdt

)2

≤
(

sup
t∈I

∫
B1

|∇f |2dx

)2 {∫
I1

∫
B1

∣∣∇|∇f |2
∣∣2 φ4dxdt +

∫
I1

∫
B1

|∇f |4|∇φ2|2dxdt

}
,

(4.12)

where I1/2 = (−1/2, 1/2) and B1/2 = {x ∈ R
2, |x| < 1/2}.

Proof of Lemma 4.2. By well known Nash’s inequality:

‖g‖2
2 ≤ 1

2π
‖g‖1‖∇g‖2, g ∈ H1(R2) ∩ L1(R2),

we have for φ2|∇f |2,

∫
B1

|∇f |4φ4dx ≤ 1
2π

(∫
B1

|∇f |2φ2dx

) (∫
B1

(
|∇|∇f |2|2φ4 + |∇f |4|∇φ2|2

)
dx

)1/2

.(4.13)
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Thus we have∫
I1/2

∫
B1/2

|∇f |4dxdt

≤ 1
π

(
sup
t∈I

∫
B1

|∇f(t)|2dx

)
×

{(∫
I

∫
B1

|∇|∇f |2|2φ4dxdt

)1/2

+
(∫

I

∫
B1

|∇f |4|∇φ2|2dxdt

)1/2
}

.

(4.14)

The desired estimate follows directly from (4.14).
Following the analogous argument as in Schoen [33], we have the following ε−regularity

criterion for the harmonic heat flow (1.2).

Theorem 4.3. Let u be a smooth solution of the harmonic heat flow (1.2). Then there exist
absolute constants ε0 > 0 and R0 > 0 such that if∫

IR(t0)

1
R2

∫
BR(x0)

|∇u(t) −∇uBR
(t)|2dxdt ≤ ε0(4.15)

holds for all R ∈ (0, R0), then

‖∇u‖L∞(IR0/2(t0)×BR0/2(x0)) ≤
C

(R0)2
,

where IR(t0) = (t0 − R2, t0) and BR(x0) = {x ∈ R
2; |x − x0| < R}.

Invoking the monotonicity formula, Theorem 4.1, we find that the assumption (4.15) in The-
orem 4.3 can be relaxed into the one for some R > 0, and thus, we have the following criterion
for the singularity:

Corollary 4.4. Let u be a smooth solution of the harmonic heat flow (1.2) in (0, t0)×R
2. Then

there exists an absolute constant ε0 > 0 such that we have for all R > 0∫
IR(t0)

1
R2

∫
BR(x0)

|∇u(t) −∇uBR
(t)|2dxdt ≥ ε0(4.16)

whenever (t0, x0) is a singularity of the solution.

Proof of Theorem 4.3. For a point (t0, x0) we define a parabolic neighborhood around (t0, x0)
by PR ≡ PR(t0, x0) = IR(t0) × BR(x0) for R > 0.

Let u(t.x) be a smooth solution to (1.2) and R0 be the scaling parameter which assures the
estimate (4.15). Then we choose a number σ0 such that it attains the maximum of

F (r) = (R0 − r)2 sup
(t,x)∈Pr

|∇u(t, x)|2(4.17)

over r ∈ (0, R0]. If σ0 = R0 then the result is obvious since F (R0) = 0. Hence σ ∈ (0, R0).
Changing the parabolic neighborhood Pσ0 smaller if necessary, we choose (t̃0, x̃0) ∈ Pσ0 so

that it attains the maximum of |∇u(t, x)| over Pσ0 , namely

|∇u(t̃0, x̃0)| = max
Pσ0

|∇u(t, x)|.
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Letting

M ≡ |∇u(t̃0, x̃0)|, ρ0 ≡ R0 − σ0

2
,(4.18)

we find from (4.17) and the choice of σ0 that

sup
Pσ0+ρ0

|∇u(t, x)|2 ≤ sup
Pσ0

|∇u(t, x)|2 ≤ 22M2.(4.19)

We particularly choose R = M−1 as the scaling parameter of the scaled solution uR(t, x) =
u(t̃0 + R2t, x̃0 + Rx). Then again uR solves (1.2) and by the choice of M , we have

|∇uR(0, 0)|2 = 1, sup
Pσ0

|∇uR(t, x)|2 ≤ 22(4.20)

when R = M−1.
By differentiating the kth component of the scaled equation (1.2) by xi and multiplying it by

∇i(uR)k and making summation, we see

1
2
∂t|∇uR|2 −

1
2
∆|∇uR|2 + |∇∇uR|2 = |∇uR|4 + (uR)k∇i(uR)k∇uR · ∇i(∇uR).(4.21)

The last term of (4.21) disappears since |uR|2 = 1.
We now claim that ρ0M ≤ 1. Assume on the contrary that ρ0M > 1. In this case, we can

choose the fixed parabolic region P1(0) = I1(0) × B1(0) such that P1(0) ⊂ Pρ0M (0). On this
region, we proceed by the well known Moser’s Harnack estimate for the scaled solution uR.

Let φ(t, x) be a smooth function defined by φ(t, x) = ψ1(t)ψ2(x), where ψ1(t) is supported
in (−1, 1) and ψ1(t) ≡ 1 on (−1/2, 1/2) with 0 ≤ ψ1(t) ≤ 1 and ψ2(x) is supported in B1(0),
ψ2(x) ≡ 1 on B1/2(0) with 0 ≤ ψ2(x) ≤ 1. Note that

|∇φ| ≤ 2, |∆φ| ≤ 22, |∂tφ| ≤ 2, |∇∆φ| ≤ 23.

Multiply (4.21) by φ4|∇uR|2 to have

1
2
∂t

∫
B1

|∇uR|4φ4dx − 1
2

∫
B1

|∇uR|4∂tφ
4dx

+
∫

B1

∣∣∇|∇uR|2
∣∣2 φ4dx + 2

∫
B1

|∇uR|2|∇∇uR|2φ4dx +
∫

B1

|∇uR|2∇|∇uR|2 · ∇φ4dx

=2
∫

B1

|∇uR|6φ4dx.

(4.22)

Let Ir = (−r, r). Applying Lemma 4.2 and integrating (4.22) over I1 = (−1, 1) in t yield the
following estimate:(∫

I1/2

∫
B1/2

|∇uR|4 dxdt
)2

(
sup
t∈I1

∫
B1

|∇uR|2dx

)−2

+
∫

I1

∫
B1

∣∣∇|∇uR|2
∣∣2 φ4dxdt

≤2
∫

I1

∫
B1

∣∣∇|∇uR|2
∣∣2 φ4dxdt +

∫
I1

∫
B1

|∇uR|4 |∇φ2|2dxdt

=4
∫

I1

∫
B1

|∇uR|6φ4dxdt +
∫

I1

∫
B1

|∇uR|4
(
∆(φ4) + ∂t(φ4) + |∇φ2|2

)
dxdt

≡A + B.

(4.23)

Here we have put the last two terms as A and B.
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We use the scaled equation (1.2) and |uR| = 1 to have for l = 2, 3 that

|∇uR|2l = −∇i(uR · (∇iuR −∇iuBR
)|∇uR|2(l−1)) + ∇iuR · (∇iuR −∇iuBR

)|∇uR|2(l−1)

+ uR · (∇iuR −∇iuBR
)|∇uR|2(l−2)∇i|∇uR|2.

(4.24)

It follows from (4.24) with l = 3, integration by parts, Hölder’s and Cauchy’s inequalities that
the first term of the right hand side of (4.23) is estimated by

A ≤
∫

I1

∫
B1

|uR|
∣∣∇uR −∇uBR

∣∣ |∇uR|4|∇φ4|dxdt +
∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣ |∇uR|5φ4dxdt

+ 4
∫

I1

∫
B1

|uR|
∣∣∇uR −∇uBR

∣∣ |∇uR|2
∣∣∇|∇uR|2

∣∣ φ4dxdt

≤
(∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣2 dxdt

)1/2

× C(φ)

{(∫
I1

∫
B1

|∇uR|8dxdt

)1/2

+
(∫

I1

∫
B1

|∇uR|10dxdt

)1/2
}

+
1
4

∫
I1

∫
B1

∣∣∇|∇uR|2
∣∣2 φ4dxdt

+
(∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣4 dxdt

)1/2 (∫
I1

∫
B1

|∇uR|8φ8dxdt

)1/2

.

(4.25)

An analogous application (4.24) with l = 2 makes the second term in the right hand side of
(4.23) bounded by

B ≤
∫

I1

∫
B1

|uR||∇uR −∇uBR
||∇uR|2|∇(∆(φ4) + ∂t(φ4) + |∇φ2|2)|dxdt

+
∫

I1

∫
B1

|∇uR −∇uBR
||∇uR|3|∆(φ4) + ∂t(φ4) + |∇φ2|2|dxdt

+ 8
∫

I1

∫
B1

|uR||∇uR −∇uBR
|
∣∣∇|∇uR|2

∣∣ φ2|φ∆φ + φ∂tφ + |∇φ|2|dxdt

≤C(φ)
(∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣2 dxdt

)1/2

×


(∫

I1

∫
B1\B1/2

|∇uR|4dxdt

)1/2

+

(∫
I1

∫
B1\B1/2

|∇uR|6dxdt

)1/2


+
1
4

∫
I1

∫
B1

∣∣∇|∇uR|2
∣∣2 φ4dxdt

+ C(φ)‖uR‖∞
∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣2 dxdt.

(4.26)
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Combining (4.25) and (4.26) with (4.23), we obtain(∫
I1/2

∫
B1/2

|∇uR|4dxdt

)2 (
sup
t∈I

∫
B1

|∇uR(t)|2φdx

)−2

+
1
2

∫
I1

∫
B1

∣∣∇|∇uR|2
∣∣2 φ4dxdt

≤C

{(∫
I1

∫
B1

∣∣∇uR −∇uBR

∣∣2 dxdt

)1/2

+
(∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣4 dxdt

)1/2
}

×
(
‖∇uR‖L2(I1×B1) + ‖∇uR‖2

L4(I1×B1)

+‖∇uR‖3
L6(I1×B1) + |∇uR‖4

L8(I1×B1) + ‖∇uR‖5
L10(I1×B1)

)
.

According to the Moser’s estimate of Harnack type without involving the mean oscillation:

|∇uR(0, 0)| ≤ C

(∫
I1/2

∫
B1/2

|∇uR(t, x)|4dxdt

)1/4

,(4.27)

it follows from (4) and the energy inequality (1.3) that

|∇uR(0, 0)|8 ≤ C E2
0‖∇uR‖L2(I1×B1)

(
1 + ‖∇uR‖L∞(I1×B1) + ‖∇uR‖2

L∞(I1×B1)

+‖∇uR‖3
L∞(I×B1) + ‖∇uR‖4

L∞(I×B1)

)
×

{(∫
I1

∫
B1

∣∣∇uR −∇uBR

∣∣2 dxdt

)1/2

+
(∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣4 dxdt

)1/2
}

.

Here we note that the scaling parameter R is restricted in (0, R0) in the assumption of theorem.
In particular, when R = M−1 we have (4.20) so that |∇uR(t, x)| ≤ 2 over I1 × B1,

1 = |∇uM−1(0, 0)|, ‖∇uM−1‖L∞(I1×B1) ≤ 2,(4.28)

moreover we have(∫
I1

∫
B1

∣∣∇uR −∇uBR

∣∣4 dxdt

)1/4

≤ 2
(∫

I1

∫
B1

∣∣∇uR −∇uBR

∣∣2 dxdt

)1/4

,(4.29)

under R = M−1. Making scale back in (4) and noting the assumption

1 < Mρ0,

we see from (4), (4.28), (4.29) and the assumption (4.15) that

1 =
(
M

∣∣∇u(t̃0, x̃0)
∣∣)8 ≤ C E2

0

(
1

R2

∫
IR(t0)

∫
BR(x0)

∣∣∇u −∇uBR

∣∣2 dxdt

)1/2

≤C ε
1
2
0 E2

0

(4.30)

when M−1 = R ∈ (0, R0). This yields a contradiction when ε0 is sufficiently small. Hence we
have the bound Mρ0 ≤ 1. Since σ0 is the maximizer of F (r) in (4.17),(

R0 −
R0

2

)2

sup
PR0/2

|∇u(t, x)| ≤ max
r∈(0,R0)

(
(R0 − r)2 sup

Pr

|∇u(t, x)|
)

≤ 1

This shows the boundedness of the derivative of solution

sup
P 1

2 R0

|∇u(t, x)| ≤ 22

R2
0
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and hence regularity at (t0, x0).

5. Criterion by mean oscillation

Proof of Theorem 1.1. We show the proof for the case M = R
2. The other cases can be

similarly shown. Let u(t) be the global weak solution of (1.2) and S be the set of the points
(t, x) ∈ [0,∞) × R

2, where the solution is not regular. First we claim that there are at most
finitely many singular points over [0,∞) × T

2. If the weak solution has a singular point for all
t ∈ (0, T0] for some T0 > 0, then the solution is not continuous in R

2 for all t ∈ (0, T0). Then
since ‖∇u(t)‖BMO = ∞ for every t ∈ (0, T0), we have∫ T0

0
‖∇u(t)‖2

BMOdt = ∞

which contradicts the assumption (3.2). Therefore the singular points are at most countable.
Next if there is an accumulated singular point (t0, x0) ∈ S, then we may choose a sequence
{(tn, xn)}n ∈ S and radius rn > 0 such that the parabolic neighborhoods of the singularity
points; Prn(tn, xn) ≡ (tn − r2

n, tn) × Brn(xn) are disjoint each other. Since each vertex of
parabolic neighborhood Prn is a singularity of the solution, by Corollary 4.4, we see for some
ε0 > 0 such that

1
rn

2

∫
Prn (tn,xn)

|∇u(t, x) −∇urn |2dxdt ≥ ε0

for all n = 1, 2, · · · . Taking the sum of around the all singularities, we have∫ T0

0
‖∇u(t)‖2

BMOdt = ∞

which again contradicts the assumption (3.2) for the weak solution. Hence the singular set S

consists of at most finite points in time direction. Analogous argument can be seen to be valid
in the space direction for the each singular time tk by using the energy bound:

sup
0<t<T

‖∇u(t)‖2
2 < ∞,

since ∇u ∈ L∞(0, T ;L2(R2)). Therefore the singular points (tk, xk) ∈ S are at most finite.
Let K ∈ N be the number of those irregular points. We show that under the assumption

(3.2), the solution u is regular at those isolated points. Without loss of generality, we consider
only the singularities with the smallest time tk = T0 > 0.

Then there exists some small radius r0 > 0 such that any parabolic neighborhood Pr0(xk) ≡
(T0 − r2

0, T0 + r2
0) × Br0(xk) centered at (T0, xk) ∈ S, can be chosen disjointly each other.

Since the weak solution is regular over [0, T0), from Proposition 3.1, there exists T > T0 and
a smooth solution v(t, x) of (1.2) over [0, T ). All we need to show is that this strong solution
indeed coincides the original weak solution u(t, x). We should note that the uniqueness of the
weak solution fails in general even on two dimensional manifolds.
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Since u(t, x) and v(t, x) are weak solutions over ([0, T )×R
2), we can use a test function u− v

in the equation obtained from subtracting the ones for u and v to have

‖u(t) − v(t)‖2
2+2

∫ t

0
‖∇u(t) −∇v(t)‖2

2dt

≤2
∫ t

0

∫
R2

|u − v|2|∇u|2dxdt +
∫ t

0

∫
R2

(|v|2(|∇u| + |∇v|)2|u − v|2)dxdt

+
∫ t

0
‖∇u(t) −∇v(t)‖2

2dt.

(5.1)

Thus the last term can be cancelled with the term in the left hand side and we let the first and
second terms in the right hand side of (5.1) as I and II. We set the irregular part ∪kPr0(xk) as
Σ. For the first term of the right hand side of (5.1),

I =
∫∫

[0,T )×R2\Σ
|u − v|2|∇u|2dxdt +

∫∫
Σ
|u − v|2|∇u|2dxdt.(5.2)

The second part of the right hand side of (5.2)∫∫
Σ
|u − v|2|∇u|2dxdt ≤

K∑
k=1

∫ T0+r2
0

T0−r2
0

‖u(t) − v(t)‖2
∞‖∇u(t)‖2

2dt

≤4‖∇u0‖2
2

K∑
k=1

2r2
0 ≤ 8E0Kr2

0,

(5.3)

where we set E0 = ‖∇u0‖2
2. While the solutions are regular for the first part,

I =
∫∫

[0,T )×R2\Σ
|u − v|2|∇u|2dxdt + 8E0Kr2

0

≤ sup
((0,T )×R2)\Σ

|∇u(t)|
∫ t

0

∫
R2

|u(t) − v(t)|2dxdt + 8E0Kr2
0.

(5.4)

Now we choose r0 sufficiently small so that

8E0Kr2
0 ≤

∫ T0

0

∫
R2

|u − v|2dxdt

and we fix it. Then we have

r0 ≤
(

1
8E0K

∫ T0

0
‖u(t) − v(t)‖2

2dt

)1/2

which is independent of t. Therefore for all t ≥ T0,

8E0Kr2
0 ≤

∫ t

0

∫
R2

|u − v|2dxdt(5.5)

From (5.4) and (5.5), we have

I ≤ sup
((0,T )×R2)\Σ

|∇u(t)|
∫ t

0

∫
R2

|u(t) − v(t)|2dxdt +
∫ t

0
‖u(t) − v(t)‖2

2dt(5.6)

and

II ≤
(

sup
((0,T )×R2)\Σ

|∇u(t)| + ‖∇v‖2
∞

)∫ t

0

∫
R2

|u(t) − v(t)|2dxdt +
∫ t

0
‖u(t) − v(t)‖2

2dt.(5.7)
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Combining (5.6) and (5.7), we obtain

‖u(t) − v(t)‖2
2 +

1
2

∫ t

0
‖∇u(t) −∇v(t)‖2

2dt ≤ C0

∫ t

0
‖u(t) − v(t)‖2

2dt,

where C0 = 3
2 sup |∇u(t)|2 + 1

2‖∇v‖2
∞ + 3

2 . In particular,

‖u(t) − v(t)‖2
2 ≤ C0

∫ t

0
‖u(t) − v(t)‖2

2dt.

The Gronwall argument yields u(t) ≡ v(t) over [0, T ) for arbitrary T > 0. Since v is regular this
prove theorem.
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dynamics

23


